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## Introduction

Data mining helps to extract the original and the valuable data from the large amount of dataset. Data mining can be implemented in different areas such as Fraud detection, Medical, Education, Banking, Marketing and Telecommunications. Feature selection is a process to pick a group of features as subset that are identically suitable for investigation and for future predication by removing the unrelated or redundant features. The ultimate objective of feature selection process is to increase the predictive accuracy and reducing complexity of learner results. In the universities or in academic institutions, it’s very difficult to predict the frailer or dropout students in early stage[1][2].

## Literature review

**2.1 Review A**

Retention in college courses.

**2.2 Review B**

Many studies included a wide range of potential predictors, including personality factors, intelligence and aptitude tests, academic achievement, previous college achievements, and demographic data and some of these factors seemed to be stronger than others, however there is no consistent agreement among different studies[3]-[5].

## Proposed Work

J.Ross Quinlan proposed the Iterative Dichotomized 3 (ID3 algorithm) in the year 1979 which is used to build the decision tree using information theory. Top down approach with no backtracking is used to build the model in the decision tree algorithm. Information gain is used to determine which attribute will best decide the target data classification. The traditional ID3 algorithm is improved by using Renyi entropy, Information gain and Association Function in this work. This combination is used as a new criterion to construct the decision tree and to predict the dropout of the university students. Initially Renyi entropy is determined using which the Information gain is calculated. This value is kept as the old gain for every attribute[6].



**Figure 1. Design of Improved Decision tree algorithm for Educational Data mining**

Calculate Renyientropy using the formula

$Entropy=H\_{α(X)}=\frac{1}{1-α}\*log\sum\_{}^{}(\left(p\_{i}\right)^{α})$ , α≥0 and α ≠1.

Here X is a discrete random variable with possible outcomes 1, 2…n. α is the order and when it equals to 1 it is Shannon entropy. A completely homogeneous sample has the entropy of 0.Equally divided sample has the entropy of 1.

**Table 1: Initial Set of features used for the experimentation**

|  |  |
| --- | --- |
| ResidenceFamily TypeFamily Annual IncomeFather’s EducationMother’s EducationFather’s occupationMother’s occupationCollege Location of studentStudent grade/percentage in High School (10th )Student grade/percentage in Senior Secondary (10th )Course AdmittedAdmission typeSatisfaction with Course | Like this UniversityEducational system of UniversityInfrastructure of universityExtra-curriculum activities in universityEntertainment in universityTime for self studyPlacement StatusParticipate in extra curriculum activityTeacher Student relationshipFamily ProblemHome SicknessCampus EnvironmentChange of GoalAdjustment ProblemEnrolled in other universities |

## Conclusion

This paper proposed an improved decision tree algorithm for prediction of dropout student. The objective of this work is to develop an improved decision algorithm that enhances the ability to form decision trees and thereby to prove that the classification accuracy of improved decision algorithm on educational dataset is greater. A new decision tree model is to be constructed by using Renyi entropy for calculating the information gain and the association function will be used which determines the relative degree between the given attribute and class C. Experimental results will prove that improved decision tree algorithm will provide better prediction accuracy on student dropout data than that of traditional classification algorithms.
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